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Section 1

Motivation
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“What subjects describe the instance?”

cloud

water

sky

building

Multi-label Learning
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“How to describe the instance?”

some

cloud

much

water

mostly
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a bit of

building

Label Distribution Learning
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➢ Multi-label Learning (MLL)

Thresholding Positive labels

Lose information!

➢ Label Distribution Learning (LDL)

• Assign a real number to each label

• Importance

• Confidence

• Probability

• Level

• ……

More information

MLL

Keep more, learn more

Trade-off？
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Section 2

Definition
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A real number dx
y

is assigned to the label 𝑦 for the instance 𝑥

Description degree

What 

difference？

Embedding？
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Label Distribution Constraints:

• dx
y
∈ [0,1]

• σ𝑦 𝑑𝑥
𝑦
= 1

Loose 

constraints？
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For the particular instance 𝑥𝑖, the label distribution is denoted by

𝐷𝑖 = {𝑑𝑥𝑖
𝑦1 , 𝑑𝑥𝑖

𝑦2 ,· · · , 𝑑𝑥𝑖
𝑦𝑐}, where 𝑐 is the number of possible

label values.

Input space : 𝑋 ∈ ℝ𝑞

Complete label set : 𝑌 = 𝑦1, 𝑦2, … , 𝑦𝑐 :

Training set : 𝑆 = { 𝑥1; 𝐷1 , 𝑥2; 𝐷2 ,· · · , 𝑥𝑛; 𝐷𝑛 }
Output of LDL : 𝑝 𝑦 𝑥; 𝜃 , where 𝑥 ∈ 𝑋 and 𝑦 ∈ 𝑌

Given the training set S, the goal of LDL is to find the 𝜃 that can

generate a distribution similar to 𝐷𝑖 given the instance 𝑥𝑖
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For example, if the Kullback-Leibler divergence is used as the

distance measure, then the best parameter vector 𝜃∗ is determined

by

𝜃∗ = argmin
𝜃

෍

𝑖

෍
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Consequently, the simplified equation for SLL is

𝜃∗ = argmin
𝜃

ln 𝑝(𝑦(𝑥𝑖)|𝑥𝑖; 𝜃)

This is actually the maximum likelihood (ML) estimation of 𝜃.

For MLL, the modified equation is

𝜃∗ = argmin
𝜃

෍

𝑖

1

𝑌𝑖
෍

𝑦∈𝑌𝑖

ln 𝑝(𝑦|𝑥𝑖; 𝜃)

In fact, this is equivalent to transform the multi-label instances

into the weighted single-label instances, and then optimizing the

ML criterion based on the weighted single-label instances.
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In existing single-label or multi-label machine learning

literatures, an intermediate numerical indicator (e.g., probability,

confidence, grade, score, vote, etc.) for each label is not rare.

Differences:

1. Different forms of label

2. Different points of concern

3. Different evaluation measurement
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Label embedding and attribute learning are featured by the

intermediate representations for the classes.

Label embedding: Projects the class labels into a subspace

Attribute Learning: Leverage the prior knowledge of attribute-

class association to deal with the missing classes (zero-shot

learning)

Key point: Each instance is still associated with one class label
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The basic assumption of probabilistic label is that there is only 

one ‘correct’ label for each instance. 

Note also that dx
y

is not the probability that y correctly labels x, 

but the proportion that y accounts for in a full description of x.

Fortunately, although not a probability by definition, 𝑑𝑥
𝑦

still 

shares the same constraints with probability
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Section 3

Methodology
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➢ Problem Transformation

Transform an LDL problem into an SLL problem

➢ Algorithm Adaptation

Extend existing algorithms to address LDL problem

➢ Specialized Algorithms

Directly match the LDL problem
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‘PT’ is the short of ‘Problem Transformation’

The core idea is change the training examples into weighted 

single-label examples

Resample training set according to the weight of each example.  

A standard single-label training set including 𝑐 × 𝑛 examples.

The learner must be able to output the confidence/probability for

each label 𝑦𝑗 . Two representative algorithms, Bayes and SVM,

are adopted here for this purpose.

Multi-

instance 

learning?
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‘AA’ is the short of ‘Algorithm Adaptation’

AA-kNN

Given a new instance 𝑥, its 𝑘 nearest neighbors are first found in

the training set. Then, the mean of the label distributions of all

the 𝑘 nearest neighbors is calculated as the label distribution of 𝑥.

𝑝 𝑦𝑗 𝑥 =
1

𝑘
෍

𝑖∈𝑁𝑘(𝑥)

𝑑𝑥𝑖
𝑦𝑗
, (𝑗 = 1, 2,… , 𝑐)
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AA-BP

The three-layer neural network has 𝑞 input units, and 𝑐 output

units. The objective function of the BP algorithm is to minimize

the sum-squared error. To make sure label distribution constraints,

the softmax activation function is used in each output unit.

𝑧𝑗 =
exp(𝜂𝑗)

σ𝑘=1
𝑐 exp(𝜂𝑘)

, (𝑗 = 1, 2,… , 𝑐)
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‘SA’ is the short of ‘Algorithm Adaptation’

Assumes the parametric model 𝑝(𝑦|𝑥; 𝜃) to be the maximum 

entropy model:

𝑝 𝑦 𝑥; 𝜃 =
1

𝑍
exp ෍

𝑘

𝜃𝑦,𝑘𝑔𝑘(𝑥)

Where 𝑍 = σ𝑦 exp σ𝑘 𝜃𝑦,𝑘𝑔𝑘(𝑥) is the normalization factor, 

𝑔𝑘(𝑥) is the 𝑘-th feature of 𝑥
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Then, the objective function of 𝜃 is

𝐽 𝜃 = ෍

𝑖,𝑗

𝑑𝑥𝑖
𝑦𝑗
෍

𝑘

𝜃𝑦𝑖,𝑘𝑔𝑘(𝑥𝑖)

−෍

𝑖

ln෍

𝑗

𝑒𝑥𝑝 ෍

𝑘

𝜃𝑦𝑖,𝑘𝑔𝑘(𝑥𝑖)

Afterwards, the Improved Iterative Scaling (IIS) and quasi-

Newton method BFGS are used to optimize it.
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Section 4

Evaluation Measurement
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Distance/Similarity Measurement

Comprehensive Survey on Distance/Similarity Measures between

Probability Density Functions summarized 41 Distance or

Similarity Measures from 8 syntactic families.

On a particular dataset, each of the measures may reflect a certain

aspect of an algorithm. In order to obtain a set of representative

and diverse measures, six measures are finally selected.

1. The distance between the clusters of any two measures in the

set is greater than 0.1 (indicated by the red dash line in the

following figure);

2. Each measure in the set comes from a different syntactic

family;

3. The selected measures are relatively widely used in the

related areas.
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Experimental Results on the Artificial Dataset

Meanwhile, in 15 public real-world datasets1, SA-BFGS obtains

all the first place under six measures.

1. The datasets and the Matlab code of the LDL algorithms are available at web site:
http://cse.seu.edu.cn/PersonalPage/xgeng/LDL/index.htm
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Section 5

Application



DM
LESS IS MORE Data Mining Lab

数据挖掘实验室Where are the label distribution?

• They come with the original data

• Emotion Distribution [Zhou, Xue and Geng, ACMMM’15]

• They come from the prior knowledge

• Facial Age Estimation [Geng, Yin and Zhou, TPAMI’13]

• They are learnt from the data

• Relative Labeling-ImportanceAware Multi-label Learning
[Li, Zhang and Geng, ICDM’15]
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• Emotion Distribution via Facial Expressions

[Zhou, Xue and Geng, ACMMM’15]

Emotion 

Distribution 

Recognition

Multi-Emotion 

Recognition
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• FacialAge Estimation

Prior Knowledge

• Aging is a slow and gradual 
progress

• The faces at close ages look 
quite similar

[Geng, Yin, and Zhou, TPAMI’13]
[Geng, Smith-‐Miles, and Zhou, AAAI’10]

• Centered at the chronological age

• Highest at the chronological age and gradually decrease  on both sides
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Relative Labeling-ImportanceAware Multi-label Learning

• Implicit Relative Labeling-Importance

Label Propagation on the Training Set

(1, 0, 0)

[Li, Zhang and Geng, ICDM’15]

x1

x2

(0, 0, 1)

x30.2

0.5

0.1
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